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EXECUTIVE SUMMARY

In 1985, the Medical Research and Evaluation Facility (MREF)

developed a standardized first-stage screen (MREF Protocol 21, May 1985) to
compare liquid or powder experimental decontaminants against the
dual-component M258A1 skin decontamination kit for their effectiveness in

mitigating the toxic effects of percutaneous exposure to organophosphate

chemical surety materiels (CSM). The testing protocol calls for strict

standardization of methods, materials, and agent doses across the individual

screening tests that are spread out over a multi-year time fraine. A

cGncurrent standard decontamina0it group is included in each individual test of

the experimental decontaminants. Thus, a considerable data base is amassed
over time pertaining to the standard decontamination procedure results.

A principal objective of this report is to describe and illustrate

statistical methods for the inicorporation of the historical data accumulated
on the standard decontaminant results to enhance the statistical sensitivity

of individual comparisons between the standard and experimental

decontaminants. The basic idea is that the historical levels and variability

of the standard decontaminant test results can be used to predict a likely
range for the concurrent standard decontaminant test results. This

information can be incorporated into the concurrent test procedures. The

tradeoff in using this historical information is that the test procedure will

be more sensitive if concurrent results fall within the range of the past
results, 'but may perform worse in terms of the Type I error being too large or

too small than a test that ignores the historical information if the
,concurrent standard decontaminant response level is substantially discrep3nt,

from the distribution of historical response levels. For this reason, the

test procedure recommended in this report compares the experimental

decontaminant response rate to a weighted average of the concurrent standard

decontamirnant response rate and the historical rate. The weight associated
With the historical rate increases as the observed time to time variability in
the historical data decredses and as the agreement between the concurrent rate

ind the historical average rate increases.
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Several additional statistical aspects of the screen are also
discussed. Control chart procedures are suggested to detect drifts over time

or sudden jumps in the standard decontaminant responses rates. In the event
the control charts indicate that'the LD5* for the standard decontaminant has

shifted, procedures are presented for carrying out studies to update the LDs,.

These procedures are designed to conserve experimental resources. The dose
allocation for the LDsg studies is carried out in a stagewise, adaptive

fashion. The dose selection for each stage of the design is based on the test
results from all previous stages. It is designed to accommodate unanticipated

aspects of the dose-response relation. The stagewise, adaptive dose-
allocation strategy introduces a number of nonstandard considerations that

necessitate the use of specialized dose-response model 'fitting procedures.

Specialized probit analysis model fitting procedures, based on nonlinear
regression analysis, are discussed and illustrated by example.

Accesio:, Po,
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LETHALITY RATE ESTIMATION AND TESTING PROCEDURES

1.0 INTRODUCTION

In 1985 the Medical Research and Evaluation Facility (MREF)

developed a standardized first stage screening test entitled "Assessment of

Liquid or Powder Decontaminants Against GD, Thickened GD, and VX Administered

Topically to Rabbits" (MREF Protocol 21, May 1985) to compare liquid or powder

experimental decontaminants against the dual-component M25BAl skin

decontamination kit for their effectiveness in mitigating the toxic effects of

percutaneous exposure to organophosphate (OP) chemical surety materick (CSM).

The standardized screen is based on a lethality endpoint in laboratory albino

rabbits. An essential aspect of this testing protocol is the strict

standardization of methods, materials, and agent dose levels (LDs 1 doses

associated with standard decontamination procedure) that are used to screen
numerous experimental decontaniinants throughout a time period extending over

multiple years.

Each test decontaminant is necessarily evaluated in the first-stage

screen using just a limited number of animals (n = 24); a similarly small

group of standard decontaminant animals (n = 24) is tested concurrently with

the experimental decontaminant animals. It was recognized by MREF personnel

in 1985 that a considerable data base would be amassed over time pertaining to

the lethality rates associated with the standard decontamination procedure.

This historical information can be incorporated into the efficacy comparisons
with the experimental decontaminants to considerably increase the statistical

sensitivity of these comparisons.

In itial statistical methods were adopted in 1985 to make use of the
historical information. The agent dose for the screening test was set on the
basis of an extensive LD,* study with standard decontaminant animals; the
nominal standard lethality rate is thus 50 percent.. The lethality rates
observed in the concurrent standard decontaminant animals were compared to

this nominal 50 percent value. If the concurrent lethality rate differs from

the nominal by more than three standard deviations, then the concurrent test

is considered suspect and both the standard and experimental decontaminant

tests are repeated. If the concurrent lethality rate is within three standard
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deviations of 50 percent, the experimental decontaminant lethality rates are

compared to a fixed 50 percent standard. If the concurrent standard
decontaminant lethality rate is between two and three standard deviati ns

above the nominal, the experimental decontaminant lethality rate is allo

compared to the concurrent standard decontaminant leihality rate. The

experimental decontamination procedure is declared to be inferior to tle

standard procedure if the observed lethality rate among the experiment 1

decontaminant animals is statistically significantly greater (P - 0.05 than
0.5 (and the concurrent standard decontaminant lethaiity rate in those
instances when it is compared to the concurrent standard also).

The present statistical procedures thus compare the experimental

decontaminant lethality rate either to the concurrent standard deconta inant
lethality rate or to a fixed 50 percent standard. This is an all or nothing
procedure, with a discontinuity in the decis 4on point. The current work was
undertaken to build on these ideas and to refine theW, to arrive at a p ocedure
which allows for compromises between the all or nothing use of the his orical'

data. Under the updated procedure, the experimental decontaminant let ality
rate is compared to a weighted average of the concurrent standard
decontaminant lethality rate and the historical lethality rate. The w ight
associated with the concurrent standard lethality rate increases as th,
variability in the concurrent rate decreases (i.e., as more concurrent animals

are tested), as the observed time to time variability in the historica
standard lethality rates increases, and as the agreement between the

concurrent rate and the historical rate decreases.
The updated procedure is based on the assumption that the hi ;torical

standard 'ethality rates for individual tests are completely randomly
distributed about an overall lethality rate, with no shifts or systema ic
drifts in the rates. Control chart methods are recommended as the
surveillance prccedure to monitor the validity of this assumption. If a shift

or a systematic drift over time is detected in the historical standard
decontaminant lethality rates, the data from the far past should be excluded

and only the more recent past data should be used to form a historicalý average
standari lethatity rate, to be averaged with the concurrent standard 1 thality
results. While specific procedures for the elimination of data from t e



historical data set are not provided, the control chart procedures described

in this report can be employed to determine when a change in the overall

lethality rate has occurred, indicating the need for elimination of data from

the historical data set.
It is also necessary to establish appropriate methods for

redetermining an agent LD5* dose for standard decontaminant protected animals

for the case when the ongoing surveillance procedure detects a significant

shift in the standard dticontaminant lethality rate, signaling a corresponding

significant shift in the LDUs level. The LD05 determination procedure in the

current version of MREF Protocol 21 (May 1985) calls foi using a minimum of
three replicates with 40 animals per replicate to determine the LD5*. If

insufficient numbers of groups are obtained with observed lethality rates
strictly between 0 and 1, then additional replicates may be required. Thus,

200 or more animals might be used to determine an LD5* value and associated
confidence linits.

Procedures have been developed in conjunction with work carried out
for MREF Tasks 85-18 and 87-34 to estimate the LD5* with acceptable precision

based on many fewer animals. To accomplish this, it is necessary that the
test animals be distributed among appropriate percentiles of the dose-response
distributions for that agent and treatment regimen. These dose-response
distribution percentiles should be centered around the true LD5* dose, with

sufficient spread that the dose-response distribution slope may be determined.

Since the dose-response relationships are either a priori unknown or just
partially known based on historical data, the allocation of animals to agent

doses is made in a stagewise, adaptive fashion as more and more information
about the current dose-response relation becomes available.

The methods developed here should be considered as modifications,
refinements, and improvements to the methods that have been used in
conjunction with the previous MREF Protocol 21 screening program. The basic

methodological concepts and approaches have remained unchanged.

Statistical problems occurring in the first-stage screening test are
addressed in this report. The first problem, addressed in Section 2.0, is the
development of a test procedure for comparing each experimental decontaminant
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with the standard decontaminant. Computer programs to implement the

recommended methods have been developed and are documented in Appendices A

and B.

The second problem, addressed in Section 3.0, is the development of

control chart procedures for monitoring the standard deccntaminant lethality
rates over time. Section 4.0 addresses the problem of comparing the standard

decontaminant lethality rates observed'in replicate subsets of the concurrent

test. The results of the comparison eetermine whether these replicates can be

pooled to arrive at an overall concurrent lethality rate, and if not which
replicates differ from the others.

Section 5.0 addresses the problem of -. determining an LDs. dose
level. It discusses procedures and associated r ,mputer programs to carry out

stagewise, adaptive dose allocation designs when redetermining the LDs5 . It

also discusses specialized probit analysis model fitting procedures, based on
nonlinear regression anal'ysis, for updating the estimated standard

decontaminant dose-response distribution following each stage in the LD,

study.

2.0 THE TESTING PROBLEM

Each time a first-stage screening test is performed for a set of
experimental decontam!nants, observed lethality rates at the standard

iccontaminant LDs, dose are ottained for the standard decontami'nant and for
,ach of the experimental deccntaminants, based on a limited number of
ldboratory albino rabbits (nominally 24 animals for each decontaminant). A

statistical model for the lethality data associated with the standard and

experimental decontaminants is aescribed in Section 2.1 and the testing
problem is stated in terms of the parameters of this model. Recommended
testing procedures are developed in Section 2.2 and are charicterized in
,-cticn 2.3.



2.1 Statement of the Testing Problem

Each time a first-stage screen is performed for a set of

experimental decontaminants, a limited number (n,) of animals receive the

standard decontaminant treatment and a nominal LDW dose of agent. Also,

limited numbers of animals receive each of the experimental decontaminant

treatments and the same nominal LD, dose of agent determined for the standard

decontaminant. Each experimental decontaminant is compared to the standard

decontaminant in a separate statistical test. Thus, without loss of

generality, assume that there is only one experimental decontaminant being

tested; denote the number of animals receiving this experimental decontaminant

by n,.

The number of lethalities obtained with the standard decontaminant

(X,) it assumed to have a binomial distribution with n. trials and success

probability p,, where

arcsin(4pe) -arcsin(4#,) + 5. (1)

Ot is the long-term lethality rate for the standard decontaminant and 6 is a
random (block) effect associated with this particular first-stage screening

test.

The number of lethalities for the experimental decontaminant (xt) is

assumed to have a binomidl distribution with nm trials and success probability

pt, where

arcsin(4pt) - arcsin(4,t) + .6)

;j. iS the lon'm-term lethality rate for the experimental decontaminant and 6 is
he ý;,mi rand&-m (block) !ffect as for the concurrent lethality rate, p,.

The random effect term 8 is included in the riodel to .iccount for

-iose sour-es of Pxperimenta] variation that simultaneously affnct the true

ftiility rates for ill the standard and experimental decnt.Amin•,nts 'flat ar•

,'Md ,it the' same time. It is assumed that 5 is distributed as i nixture of

i orra 'erda listrrbutiions: a normal(OcC.) Jistributicn with or'-baoilitv I-o



and a normal(O.Ga& 2),distribution with probability e. Selecting small values

of 0&2 and e and a larger value of a& 2 provides a model that results in small.

values of 6 the majority of the time, but also allows for an occasionally

large random effect. This reflects the situation where, on most occasions,

the true lethality rates are close to their long run average values but on

infrequent occasions may differ considerably from those long run values.

The arcsin-square root transformation is utilized in the models for

P, and p, in anticipation of applying the same variance-stabilizing

transformation to the observed lethality rates. Let r€ a x,/nc and r. - x/tl
denote the observed lethality rates for the standard and experimental

decontaminants, respectively. Also, let a.2 denote O.25/n. and or2 denote

0.25/nt. For the purpose of deriving a test statistic for comparing the

standard and experimental decontaminants, it will be assumed that the

condltional distribution of arcsin(4r€) given 6 is approximately

normal(arcsin(4pc),O.25/n,) or normal(arcsin(4#,)+6,a, 2). Similarly, it will

be assumed that the conditional distribution of arcsin(4r,) given 6 is

approximately ,oormal(arcsin(0pt),0.25/n,) or normal(arcsin(4,v)+6,ut 2).

The purpose of the first-stage screen is to eliminate those and only

those experimental decontaminants frcm consideration that are obviously

inferior to the standard decontaminant. The problem is to test the null

hypothesis H,: jit S versus the alternative H,: pt > &€ and to fail the

experimental decontaminant if the null hypothesis can be rejected in favor of

the alternative that the experimental decontaminant is inferior.

2.2 Recommended Testing Procedures

Before beginning the development of a test procedure, we must first

determine the criteria that the test must satisfy. Consider the criterion

that "the test must have a (conditional) significance level of a - 0.05,

conditioning on the value of the random effect 6 at the time the screening

test is performed". If the significance level a - 0.05 is to be attained for

every individual realization of 5, then 5 is being treated as a fixed nuisance

par.meter and so the information concerning-the random behavior of 6 cannot be
isod. Lehmann (1959) indicates that the standard two-sample test is best in
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this situation. However, the two-sample binomial test does not make use of

the historical information available concernling the fluctuations of 5, and

therefore, it is not fully efficient. For this reason, the above criterion

was not pursued.

Consider the alternative criterion that "the test must have a

(unconditional) significance level of a - 0.05 where the random nature of 6 is

factored into the significance level" and assume that the null hypothesis will

be rejected if arcsin(4rd) > k, where k is a critical value to be determined.

This formulation adopts a random effects viewpoint. Namely,

hypothesis tests to compare concurrent standard and test decontamination

procedures will be carried out numerous times throughout the course of the

screening program. The random (block) effect 6 will vary across these tests

according to a probability distribution, which can be estimated based on
historical data and which is discussed below. If we select a test at random
from the "population" of such tests, we wish that it has specified Type I

error level a (e.g., a - 0.05). If 6 varies regularly and randomly across
tests, then this formulation permits us to utilize the information about the

standard decontamination procedure lethality rates observed in the previous

tests to obtain a more precise estimate of the current standard

decontamination procedure lethality rate. This, in turn, results in increased

sensitivity of the current test of hypothesis to compare the response rates of

the current standard and experimental decontamination procedures, relative to

what would be obtained if the historical data were ignored.

The price for this is that this test procedure may perform more

poorly (e.g., in terms of significance levels that are too large or too small)

for values of 6 that are substantially discrepant from past values. The
variable weighting scheme proposed in this report accounts for the possibility

of occasional values of 6 that are somewhat di'crepant 'from historically

observed values.

Since the distribution of r. does not depend on 'a (the parameter

about which we are making an inference), the principal of co,,ýitionality
implies that k should be determined from the conditional null dist, >'ition of

aircsin(rr), given r,. Denote this conditional null distribution by

F(.rrsin(Jr4)Ir,). Then k should be set equal to F1,(arcsin(JrJ)rJ, the
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100(1-a)th percentile of the conditional null distribution. Since the

conditional significance level is equal to a for each value of rc, the overall
marginal significance level is exactly a. However, the conditional (on 6)

significance level is a functicn of 6, which can be significantly greater than
a for values of 6 beyond the primary support of the assumed probability
distribution of 6, although such values of 6 should-occur only very rarely
based on the previous history of the screen.

Consider first the special case when e - 0, so that 6 is

normal(O,o, 2). Then, under the null hypothesis that p. a p., F(arcsin(4rt)Irc)
is approximately normal (pg,og2 ), where

* arcsin(id) + w (arcsin(4rc) - arcsin(4#,)) (3)

(I - w) arcsin(4s€) + w arcsin(4r'),

91 2 2 + w o2, (4)

and
w -0 / (C62 + a2) (5)

Equation (3) demonstrates that the mean is, is a weighted average of the
transformed long-term lethality rate for the standard decontaminant
(arcsin(4s•)) and the transformed observed lethality rate for the standard
decontaminant based on the concurrent control animals. Note that the weight
given to the currently observed lethality rate increases as the variability of

the random effect 6 (a62) increases and as the variability of the transformed
observed lethality rate for the standard decontaminant (a, 2) decreases.
However, the weight does not depend on r,.

Thus for e - 0, the critical value is k - + 1.645 a#. The

critical region arc:sin(4r.) > k employing this critical value satisfies the

criterion stated at the beginning of this section. However, for large values

of 161/a5, the conditional (on 6) significance level can be as large as 1.
Such values of the ratio are highly unlikely under the assumption that e = 0,
yet they are of c)nsiderable concern in the development of the hypothesis

testing procedure. This suggests that a single normality assumption for 6 may

r.ot reflect the true state of prior feelings about the. performance of the test
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system. It is for this reason that we have chosen to assume that 6 is

distributed as a mixture of two normal distributions with z > 0. Such a model

allows for the occurrence, on infrequent occasions, of more extreme values of

6 than would be predicted by a simple normal distribution model.

Under the mixture model, the random variable 6 can be written as

6- (1-1) Ye + I Y1 ,, (6)

where I has a binomial distribution with I trial and success probability e and

Y. and Y, have independent r.ormaJ(O,a2 2 ) and normal(O,u 61
2) distributions.

Then the conditional distribution of I given rc is binomial with 1 trial and

success probability
CO - eR / (1, - e + eR), (7)

where
O(arcsin(Jrc);arcsin(J . ,c);c6&2+ 0C2) (8)

O(arcsin (4 r);arcsi n (4#c),or&2+a 2)

0(x;/,a,2) is the normal density function with mean #s and variance a 2 evaluated

at x. Further, F(arcsin(4rt)Irc) is a mixture of two normal distributions: a

normal (#,,a,2 ) distribution with probability 1 - e' and a normal(/14,u 2)

distribution with probability c', where

ji - arcsin(4/A,) + wi (arcsin(jr,) - arcsin(bsc)) (9)

= (1 - wi) arcsin(4/A,) + wi arcsin(4r,),
S 2 w• 02 (10)

and
w. , / (G22 + a.2) (II)

The critical value k is then the 95th percentile of this mixture distribution

and the recommended test procedure is to reject the null hypothesis H,:

a , in favor of the alternative H1: /t > ,u, if arcsin(4Jr. > k.
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The critical value k can be determined in an iterative fashion,

starting with k. - # + 1.645a, where # - (1-e')p + e'#, and a = (1-e')au +

E*r,. The ith iterative solution (ki) can be expressed as a function of the

previous solution (ki.1 ) as follows:

ki -k 1 . + (0.95- F(ki-11 r)) / f(ki. 11r,), (12)

where

F(ki.-Ir,) - (1-e) *(kji;p,,*a#2) + c' *(k -i~;po,a2 ) , (13)

f(ki-,1 r,) - (1-e) #(kj. 1 ;po,ag2 ) + e*' (ki, 1 ;p1,, 1
2), (14)

b(x;,,a 2 ) is the cumulative normal distribution function with mean i and

variance a2 evaluated at x, and O(x;#,u 2) is the normal density function with

mean I and variance a2 evaluated at x. The iterative process should be

continued until F(kiIr,) is sufficiently close to 0.95.

it should be noted that, under the mixture model, the relative

weighting of the concurrent and historical standard decontaminant responses

depends on the value of r.. The farther r. is from u,, the larger is R. This

implies that increasingly more weight is given to the normal (pl,al2)

distribution, which in turn implies that increasingly more weight is given to

the current r. in the determination of the concurrent standard decontaminaht

response rate.

Based on a limited examination of the information available to

support a selection of the parameterr F, or, and a,, it is recommended that'

the values e - 0.1, & - 0.1, and a• - 0.4 be used initially. It should be

nnted that the primary reasons for the selection of these values are that they

are consistent with the historical database and they appear to provide a test,

procedure with desirable overall properties as illustrated in Section 2.3.

* urther work must be performed to develop a procedure for the selection of

test procedure parameters, allowing these parameters to vary with the agent

and test system. The following example illustrates the 'se of the procedure

for nt n. 24 and /j, 0.5.
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Suppose we have nt nc = 24, is = 0.5, e 0.1, a& = 0.1, and

a& 0.4. Then:

arcsin(4#,p) * r/4 = 0.7854

O(arcsin(4rc) ;0.7854,0.1704)
R • ,

#(arcsin(4 re) ;0.7854,0.0204)

0.1 R/(0.9 + 0.1 R)

uR/(9 + R)

w. - 0.01/0.0204 - 0.4898

W, = 0.16/0.1704 - 0.9389

/g =0.7854 + 0.4898 (arcsin(4rc) - 0.7854)

ja1  0.7854 + 0.9389 (arcsin(4rc) - 0.7854)

or, - 0.0104 + 0.4898 (0.0104) = 0.0155

0.1246

0.0104 + 0.9389 (0.0104) 0-.020197

= 0.1421

Values of R, e*, #0, pl, k, and sin 2 (k) are listed in Table 2.2.1 for various
values of rc. Either of the las* two columns of Table 2.2.1 can be used to

easily carry out the procedure by rejecting the null hypothesis He: #t < 1A,

in favor of the alternative HI: #t > #C if arcsin(4rt) > k or if r. > sin 2 (k).

2.3 Characterization of the Testing Procedures

In this section, we characterize and compare the performance of the
recommended test procedure with that of the current test procedure and the
standard two-sample binomial test procedure. The current test procedure

involves the following steps:
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TABLE 2.2.1. EXAMPLE CALCULATIONS FOR THE PROPOSED TEST PROCEDURE
WITH nt = n 24, pJ = 0.5, e 0.1, a& 0.1,
ANDG &O.4

rc R k sin 2(k)'

0.00 206,026.54 1.00 0.40 0.05 0.28 0.08
0.10 35.62 0.80 0.56 0.35 0.67 0.38
0.20 3.22 0.26 0.63 0.48 0.82 0.53
0.30 0.86 0.09 0.68 0.59 0.89 0.60
0.40 0.43 0.05 0.74 0.69 0.94 0.65.
0.50 0.35 0.04 0.79 0.79. 0.99 0.70
0.60 0.43 0.05 0.83 0.88 1.04 0.75
0.70 0.86 0.09 0.89 0.98 1.11 0.80
0.80 3.22 0.26 0.94 1.09 1.23 .0.89
0.90 35.62 0.80 1.01 1.22 1.44 0.98
1.00 206,026.54 1.00 1.17 1.52 1.57 1.00
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(1) Calculate the trigger statistic

Z //2 (15)

(2) If Z 1 2, calculate the, test statistic

T= ((-#c)/nt) (16)

and reject the null hypothesisH,: H it /5 IA in favor of the
alternative H: /•t>/Jc if T> 1.645.

(3) If Z > 2, calculate the test statistic

T2= (17)
2 lrt rc r 1/2

L nt n ]
and reject the null hypothesis H.: / #e in favor of the
alternative Hi: #t >*p& if T2 > 1.645.

The standard two-sample binomial test procedure is based on the test statistic

T2 defined above regardless of the value of the trigger statistic and the null

hypothesis Hv: ;it 1A, is rejected in favor of the alternative Hi: lt > li if

T2 > 1.645.

In Tables 2.3.1 and 2.3.2, the three test procedures are
characterized in terms of the probability of rejecting the experimental
decontaminant under the assumption that /j, = 0.6. In Table 2.3.1, the tabled
values are the exact conditional probabilities (x 1,000) of rejecting the

experimental decontaminant conditiontJ on the value of the lethality rate (p,)

in effect at the time of the test. The input parameters used for the

recommended procedure are a,= 0.1, e = 0.1, a,1c 0.4. It is assumed that

n, = n. =24 and pc 0.5.
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TABLE 2-.3.1 CONDITIONAL PROBABILITIES (x 1,000) OF REJECTING
EXPERIMENTAL DECONTAMINANT FOR SPECIFIC VALUES
OF pt AND p, ASSUMING THAT nr,- n, = 24 and

#C=0.5

PC

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.5 0620 018 011 018 042 091 158 178 156
0 00b 000 000 002 031 155 249 106 056
055c 056 057 054 056 054 057 056 055

0.6 161. 069 065 104 194 327 452 489
000 000 002 032 186 458 426 276
250 219 189 184 184 189 219 250

0.7 340 215 235 344 515 696 803
000 002 032 192 547 750 623
569 475 427 423 427 475 569

0.8 579 481 542 695 852 947
002 032 192 564 884 886
826 733 702 .702 733 826

0.9 810 770 842 939 989
032 192 565 909 981
951 909 900 909 951

'Top value is for recommended test procedure (a(o % 0.1, e 0. 1,

b : 0.4)
Middle value is for current test procedure

'Bottom value is for two-sample binomial test procedure

I ') 4
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TABLE 2.3.2. UNCONDITIONAL PROBABILITIES (x 1,000) OF REJECTING
EXPERIMENTAL DECONTAMINANT FOR SPECIFIC VALUES OF
Pt AND VARIOUS DISTRIBUTIONS FOR THE RANDOM EFFECT
5 WITH o,61 0.4 ASSUMING THAT n- n- 24 and
is " 0.5

0 0.05 e -0.10 -0.20

0 0.05 0.10 0.20 0.05 0.10 0.20 0.05 0.10 0.20

0.5 042' 051 057 074 055 059 077 066 068 082
03 1b 043 064 074 047 067 072 049 063 068
056c 055 053 053 055 051 054 054 054 053

0.6 194 195 207 222 202 212 223 208 224 233
186 197 210 192, 192 207 190 189 193 182
184 179 188 182 175 181 179 168 183 181

0.7 515 515 504 483 511 505 492 508 508 495
547 510 468 385 499 451 379 471 436 359
427 424 429 425 419 427 425 413 418 418

0.8. 852 835 823 779 P35 815 787 829 816 784
884 821 752 612 801 732 608 765 711 593
733 725 732 720 725 722 719 712 718. 709

0.9 989 984 980 966 982 978 965 979 972 965
981 955 936 837 940 918 825 896 880 809
951 944 942 924 938 937 917 921 918 911

'Top value is for recommended test procedure (ao 0.1, e = 0.1
=0. 4)bIfiddle value is for current test procedureSBottom value is for two-sample binomial test procedure
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The values in Table 2.3.1 for jis 0.5 are the conditional
probabilities that an experimental decontaminant with the same lethality rate
as the standard decontaminant would be rejected (false rejection rate) in a
particular screening test for various values of p,. Note that the two-sample
binomial test procedure has a relatively constant false rejection rate for all
values of p,. The false rejection rate of the current test procedure
decreases rapidly as Pc becomes smaller than 0.5 and increases rapidly as p,
goes from 0.5 to approximately 0.7 and then decreases as pc goes from
approximately 0.7 to 0.9. The false rejection rate for the recommended test
procedure follows the same pattern as that for the current test procedure but
with less rapid increases and decreases. The remainder of Table 2.3.1
illustrates that the current and recommended test procedures have better
conditional power relative to the two-sample binomial test procedure for
values of pc greater than 0.5 and worse power for values of p, less than 0.5.

In Table 2.3.2, the tabled values are estimates of the unconditional
probabilities (x 1,000) of rejecting the experimental decontaminant where the
random effect 6 (and therefore p.) is allowed to vary according to an asbumed
probability distribution. Again, the input parameters used for the
recommended procedure are a5 - 0.1, e . 0.1, a& - 0.4. It is assumed that
nt = nc 24, # = 0.5 and that o' - 0.4 for all the assumed distributions

for 6.

Each value in Table 2.3.2 is the result of 10,000 replications of
the following process. Generate a 6 value from the mixture of two normal
distributions defined by a, = 0.4 and the values of a6 and e at the top of
the column. Generate independent binomial test results for the standard and
experimental decorntaminant using the values of p, and pt defined by the V

0.5, gt, and 5. Record the result of each of the three test procedures
based on this simulated test data.

The values in Table 2.3.2 for at 0.5 are the probability that an
experimental decontaminant with the same lethality rate as the sLandard
decontaminant would be rejected (false rejection -te) for various
distributions of the random effect 5. These values illustrate that the false
rejection rate is reasonably controlled by all three test procedures in the
neighborhood of the assumed distribution for 5 (ao = 0.1, e = 0.1, a5 = 0.4).

7 =7mr"R
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The remainder of Table 2.3.2 il ustrates that the recommended test procedures

have better power relative to the current test procedure and the two-sample

binomial test procedure in the eighbcrhood of the assumed distribution for 6

(a~s - 0.1, e - 0.1, q& - 0.4). This increased power is the motivation for

the development of the recommen ed test procedure.

3.0 TH CONTROL CHART PROBLEM

Over time, a data base is accumulated for the standard

decontaminant, consisting of the observed lethality rates from the individual

screening tests. A statistical model for the lethality data associated with

the standard decontaminant is -dscribed in Section 3.1 and the control chart

problem is stated in terms of the parameters of this model. The problem of

estimating the model parameters from the historical database is discussed in

Section 3.2. Recommended control chart procedures are developed in

Section 3.3 and characterized ir Section 3.4.

3.1 Statementjof the Control Chart Problem

Each time a first-staoe screening test is performed for a set of

experimental decontaminants, a jimited number of animals receive the standard

decontaminant treatment and a nominal LDs, dose of agent. Let

k = the number of first stage screening tests in the historical
database,

Sthe number of animals receiving the standard decontaminant during
the ith screening test, and

x, the number of lethalies observed with the standard decontaminant
during the ith screening test.

x, is assumed to have a binomial distribution with ni trials and success

probability pi, where

arcsin(kp,) = arcsin(4y) + 65. (18)

,u is the long-term lethality rate for the standard decontaminant, and 65 is a

random effect a5-ociated with tle ith screening test.
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The random effect term 6i is included in the model to account for
all factors that randomly affect the true lethality rate for the standard
decontaminant from test to test. It is assumed that each 6, has a
Normal(O,a52) distribution and that the 6i's associated with separate tests

are statistically independent of one another.

The arcsin-square root transformation is utilized in the model for
P, in anticipation of applying the same variance-stabilizing transformation to
the observed lethality rates. Let ri - x,/n, denote the observed lethality
rate for the ith screening test. Also, let o,2 denote 0.25/ni. For the
purpose of deriving control charting procedures for monitoring the standard
decontaminant lethality rate over time, it will be assumed that the
conditional distribution of arcsin(4ri), given 6, is approximately

norma1l(arcsin(4p),O.25/n,) or normal(arcsin(4 #)+6 1,vj).
The purpose of the control chart procedures is to monitor the

standard decontaminant lethality rate over time to detect any shifts or trends
that may occur as a result of random and inadvertent variations in methods,
materials, or agent doses employed. The problem is thus to plot (a

standardized version of) r 2,..., rw versus time along with upper and lower

control limits that characterize the expected extreme variations according to
the statistical model and associated parameter estimates, Values beyond the
control limits are evidence that either the statistical model or the parameter
estimates being employed may no longer be valid. Aspects of the tests may
then need to be adjusted, for example, by adjusting the agent dose.

3.2 Estimating Model Parameters

The first step in forming a control chart for the standard,

decontaminant lethality rate is to determine the values of s and O2 that will

ýe assumed in the statistical model. The following procedure may be used to

',st mate these parameters from the historical database. Let

sin 2 (M),

E 'w arcsin(Jr)
M(19)
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and

i 1 , (20)

w; is an approximation to the inverse of the variance of arcsin(4ri). t9 is

defined below in equation (22). Then A is an unbiased estimate of / with

approximate standard deviation

SE(A) - 2 11sln(M) cos(M)jI (1/EwiP" (21)

Let

r zi i2
B I ,(22)

r: z,

where
I

Zl (23)

2[

and

,2 (arcsin(Ir) M)' ",. (24)

z, is an approximation to the inverse of the variance of 8,2. Then 4r9 is an

approximately unbiased estimate of i, with approximate standard deviation

() (1/tz,)' 1 . (2.)

All summations above are over i - 1,...,k.

3ecause equations (20), (23), and (21) involve the parameter

.stimates, equations (19) and (22) must be solved in an iterative fashion.

The following procedure may be employed. Begin with initial values, say
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M Y/4 0.7854 ()- 0.5) and - 0.01, and solve equations (19) and (22)

using these values in equations (20), (23), and (24). Repeatedly solve

equations (19) and (22), substituting the estimates from the previous

iteration into equations (20), (23), and (24) until the estimates do not

change appreciably from one iteration to the next.

3.3 Recommended Control Chart Procedures

As stated previously, the purpose of the control chart procedures is

to monitor the standard decontaminant lethality rates over time to provide a

timely signal in the event that the statistical model or the parameter

estimate!; being employed for the standard decontaminant are no longer valid.

Since the number of animals used may vary from test to test, it is most

convenient to standardize the individual transformed lethality rates to

achieve ipproximate uniform variance over time. Let

arcsin(4ri) - arcsin(4j )

Zi " , (26)

0.25L n.]
mhere o,,, and a& are the assumed values of the parameters & and a6. Then

Z1, .... Z, are distributed approximately as independent standard normal random
iiriables. !t is recommended that Z1,..., be plotted (as the vertical

eariable) verous time (as the horizontal variable) along with horizontal lines

icross the entire plot at -3.00, 0, and 3.00. Three types of control chart

procedures are considered:

(A) If the current Z-value falls below -3.00 or above 3.00, the test
involving this observation should be repeated. If the ro-peated
test also exceeds these limits, the cause of this exceedance
ý;nould be investigated and corrected.
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(B) If the three previous Z-values fall either all below -1.22 or
all above 1.22, this exceedance is strong evidence that a shift
in the process has occurred. The cause of this shift should be
investigated and corrected.

(C) If the seven previous Z-values fall either all below -0.28 or
all above 0.28, this exceedance is strong evidence that a shift
in the process has occurred. The cause of this shift should be
investigated and corrected.

These three procedures provide short-term, intermediate, and

long-term tests respectively for a shift in process behavior. As with the

testing procedure, it is recommended that the value a& be set to

0.1 initially.

If any of the three control chart procedures exceed their critical

values, the historical database should be scrutinized. If some of the older

data are no longer pertinent to current tests, they might be eliminated from

calculations of model parameters. Consideration might be given to carrying

out a new LDs0 study and adjusting the agent dose.

The above procedures are designed to be easy to carry out with a

calculator and a simple plot of the data. Similar tests based on the median

can be employed as follows. Let

M, - the Z-value (Equation 26) for the most previous test

M3 - the median of the Z-values (Equation 26) for the three
previous tests, and

M, - the median of the Z-values (Equation 26) for the seven
previous tests.

The following procedures are analogous to procedures A, 8, and C defined

above.
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(A2) If M, falls below -3.00 or above 3.00, the test involving this
observation should be repeated. If the repeated test also
exceeds these limits, the cause of this exceedance should be
investigeted and corrected.

(82) If M3 falls below -2.17 or above 2.17, this exceedance is
s;trong evidence that a shift in the process has occurred. The
cause of this shift should be investigated and corrected,

(C2) If MK falls below -1.42 or above 1.42, this exceedance is
strong evidence that a shift in the process has occurred. The
cause of this shift should be investigated and corrected.

Similar tests based on the mean can be employed as. follows. Let

T, - the Z-value (Equation 26) for the most previous test

T3 - the average of the Z-values (Equation 26) for the three
previous tests, and

T? - the average of the Z-values (Equation 26) for the seven
previous tests.

The following procedures are analogous to procedures A, B, and C and A2, B2,
and C2 defined above.

(A3) If T, falls below -3.00 or above 3.00, the test involving this
observation should be repeated. If the repeated test also
exceeds these limits, the cause of this exceedance should be
investigated and corrected.

(B3) If T3 falls below -1.73 or above 1.73, this exceedance is
strong evidence that a shift in the process has occurred. The
cause of this shift should be investigated and corrected.

(C3) If T7 falls below -1.13 or above 1.13, this exceedance is
strong evidence that a shift in the process has occurred. The
cause of this shift should be investigated and corrected.
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3.4 Characterization of the Control Chart Procedures

In Table 3.4.1, the three sets of control chart procedures [(A,B,C),
(A2,B2,C2), and (A3,B3,C3)] are characterized in terms of the probability of
signaling a process shift. The model parameters employed are a,, - 0.5 and

or5- 0.1 and it is assumed that ni - 24.

The values in Table 3.4.1 are the probability that a process shift
will be detected by t ? various procedures. The results are based on the

assumption that the Z.values are independent standard normal random variables.
The results for the B and C2 procedures are based on a normal approximation

to the distribution o; median of independent standard normal random variables.
While the procedures based on counts and medians are simpler to carry out, it
is recommended that the procedures based on means (A3, B3, ind C3) be employed
due to the significant power advantage for detecting moderate shifts in the

standard decontaminant lethality rate.

4.0 COMPARISONS OF THE STANDARD DECONTAMINANT LETHALITY RATES
AMONG REPLICATES WITHIN TESTS

Each screening test involves the simultaneous testing of nc animals
with the standard decontaminant and nt animals with each of the experimental
decontaminants. Usually n. - n• t 24. For logistical reasons, particularly

if a number of test decontaminants are to be evaluated at the same time, the

test is divided into K replicate portions and each portion is carried out on
separate days. Usually K - 3, and n - 8 animals are tested per group per day.

Comparisons between the standard decontaminant results and the test
decontaminant results usually incorporate the assumption that the individual
replicate results within tests can be pooled to arrive at overall lethality

rates. Preliminary comparisons among the standard decontaminant lethality
rates observed in each replicate are carried out to examine the reasonableness

of this assumption. If thtre is no evidence of heterogeneity among the
standard decontaminant replicates, then it is presumed that the replicates

-,ere carried out under homogeneous conditions and the test decontaminant

results, as well as the standard decontaminant results, are pooled across
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TABLE 3.4.1. PROBABILITIES (x 1,000) OF SIGNALING A PROCESS
SHIFT FOP SPECIFIC VALUES OF #, ASSUMING THAT
n, - 24, • 0.5, AND Uro 0.1

Control Chart Procedure
PC

A B C

0.5 003' 003 003
003' 003 003
003c 003 003

0.6 011 028 057
011 021 066
011 038 128

0.7 059 202 399
059 157 517
059 306 791

0.8 227 612 842
227 545 960
227 816 998

0.9 597 937 989
597 931 1,000
597 996 1,000

3Top value is for procedures A, B, and C (Counts)
bMiddle value is for procedures A2, B2, and C2 (Medians)
'Bottom value is for procedures A3, B3, and C3 (Means)
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replicates. The pooled standard decontaminant results are then compared with
the historical standard decontaminant results and with the control chart
limits, in the manner discussed in Sections 2.0 and 3.0. The resulting
estimate of current standard decontaminant lethality rate is compared with
each of the test decontaminant rates, in the manner discussed in Section 2.2.

If there is statistically significant heterogeneity among the
standard decontaminant replicates, further tests are carried out to determine
which replicates differ from the others and/or from the long run historical
results. These outlying replicates are then considered for deletion (both the
standard decontaminant and the test decontaminant results) and additional
replicates are carried out to replace them.

4.1 Comparison of Individual Replicate Standard Decontaminant
Results with the Overall Average

Suppose that the current test is divided into K replicates (days),
that the ith replicate includes ni animals in the standard decontaminant
group, and that xj responses (deaths) are observed among these animals. Let
ri = xi/ni denote the observed response rate in the ith replicate, x. = xi,
n, = ni, Ernn n/K, and re = x,/n,.' Let pi =,E(ri) denote the population
average response rate in the ith replicate. The analysis of means (Ott, 1975)
is used to compare each replicate response rate, ri, to the average rate, r,.
The analysis of means test is designed-to'be sensitive to the presence of an
extreme replicate that differs from the others, much like a control chart
inference. The hypothesis

HO: P1  P2 = P k P

is tested by the analysis of means procedure. Let

Z max [r - r+J/(r,(l -r,)l6)

i 7I,. .,
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The hypothesis H. is rejected at significance level a if Z > H:0 where 1ý is
tabulated by Ott (1975), Schilling (1973), and others. If K 3 and ( - 0.05,

then H,.,, s 1.93.

If H. is rejected, each ri is compared to the others and to the

historical control rate (nominally'0.50).

4.2. Comparisons of Replicate Responses with the Historical
Control Rate and Among Each Other

If the analysis of means test rejects the above H., then each ri is

compared to the long run historical standard decontaminant response to
determine which differ. Assume for purposes of this discussion that the
historical response rate is close to the nominal, 0.50. The hypotheses

H6: pi 0.50 and i = 1, 2,...,K

are tested using individual one-sample, two-sided tests. The significance

levels are adjusted by Bonferroni's method so that the overal'l Type 1 error
across the K tests does not exceed a. Let

Si - 0.5J/[(0.5)(O.5)/nJ1

The hypothesis
HO: pi = 0.5

is rejected if Zi > Zý. Values of Z. for a = 0.10, 0.05, and 0.01 and

K = 1(0) 10 and above are tabulated by Ott (1975), Miller (1966), and others.
If K = 3, then Z115 = 2.39 and Z111 = 2.11.

It should be noted that if K = 3 and ni 8, only ri = 0 or r, = I

would cause H. to be rejected at m = 0.05; r, Ž 0.875 or ri • 0.125 would,

cause H. to be rejected at a = 0.10. When n, = 8, these tests are rather
insensitive; they will detect only very larle departures from consistency
across replicates or from the historical average rate.
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Pairwise comparisons among replicates are carried out using Fisher's

exact test (two-sided). With just ni = 8 animals per group, these tests are

also insensitive. Critical values are tabulated by Pearson and Hartley (1958)
When K - 3, the single-tailed 0.01 level critical values correspond to an

S- 0.06 (0.01 x 2 x 3) two-tailed simultaneous significance level for all

(three) pairwise comparisons among replicates. The Pearson-Hartley table

demonstrates that 8 of 8 responses can be distinguished from 2 of 8, 7 of 8

from 1 of 8, and 6 of 8 from 0 of 8 at this significance level. The single-

tailed 0.025 level critical values correspond to'an a - 0.12 (0.020 x 2 x 3)

two-tailed simultaneous significance level. At this significance level,

8 of 8 can be distinguished from 3 of 8, 7 of 8 from 2 of 8, 6 of 8 from

I of 8, and 5 of 8 from 0 of 8. Thus, when ni - 8,'these pairwise comparisons

will detect oniy substantial departures from' consistency across replicates.

The discussion in this section demonstrates that only sizeable

inconsistencies among replicate response levels will be flagged by these

proc.e-dures. In all other instances, the'responses will be pooled across
replicates and the principzl comparisons will proceed.

5.0 REDETERMINATION OF LDip DOSES

An important aspect of the screening program is to initially

establish and then periodically update LDsO doses for standard treatment. If

the control chart inferences discussed in Section 3.0 detect drift in, the

standard decontaminant response rates or repeated exceedences of the- control r
chart limits, then the LDs* dose needs to be redetermined. A new LD5, study
must be carried out to determine the new agent dose. This section discusses

experimental design and data analysis methods and associated computer programs

that have been developed to determine LDs, doses in an efficient manner; fewer
animals are needed to attain the desired levels of estimation precision,

relative to a classical LDse design.

Section 5.1 discusses a stagewise dose allocation experimental

design strategy that has been developed to accomplish this aim. Such

stagewise designs lead to nontraditional dose allocations that utilize

relatively large numbers of doses with relatively small numbers of animals per
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dose. It is possible that each animal will be tested at a different dose.
Standard probit analysis computer programs, therefore, cannot be used to fit
dose-response models to the lethality data.

Specialized procedures, based on nonlinear regres ion analysis, have
been developed to fit dose-response models to these data. These procedures
have been developed in a series of computer programs based n the general
purpose nonlinear regression procedure, PROC NLIN, in the SS statistical
computing system (SAS, 1985). Section 5.2 discusses the procedures and
programs.

5.1 Stagewise, Adaptive Dose Allocation Procedures

The LD5* is estimated based on a small to moderate number of
animals. The precision of estimation of the LDs* and slope epends on the
numbers of animals tested as, well as on the allocation of aJimals to.

appropriate portions of the (unknown) dose-response distribuItion. To obtain
relatively precise estimates of the LDs1 and slope with the umbers of animals
available, the test doses should be centered around the LDa with enough
spread to permit good estimation of the slope. The test do es should not,
however, extend too far beyond the central portion of the d se-response region
(e.g., they should lie between the 10th and 90th percentile ). The desired
dose allocation heavily depends on the underlying dose-response distribution.
It is assumed that the dose-response relation for the stand rd decontaminant
animals can be described by a two-parameter probit model without background,
at least in the central portion of the dose-response region'.

The relative sensitivities of alternative dose al ocations can be
evaluated before any data have been collected. This permit. "target designs"
to be selected before the start of the experiment and to be updated as the
experiment proceeds.

Since the underlying dose-response distributions are not known prior
to the start of the test, the LD51 test is carried out in a stagewise fashion.
The dose allocation for the first stage is based on historical results.
Previous LD5, study results, augmented by observed response rates in more
recent standard decontaminant tests. can be used to obtain initial estimates

5 7-77 =7 A
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of the LDs, and slope and the associated first-stage dose allocation.

Following each stage, the information concerning the underlying dose-response

distribution is updated based on fitting dose-response models to the results

obtained in the current and previous stages. Doses are selected for the next

stage to best approximate the target design, over and above the previous

allocations, based on the updated dose-response distrihution. This process is

iterated until the completion of all the stages or until the LD5* and/or slope

are estimated with the required level of precision.

This approach is in the spirit of, but is more flexible and adaptive

than, the formal up-dcwn method (Dixon and Mood, 1948). It attempts to

incorporate relatively large numbers of test doses within each stage and uses

information from all previous stages to make decisions about the doses to be

selected in suosequent stages.
The application of the stagewise dose allocation approach to

determining the standard decontaminant LD05 is illustrated by an example

pertaining to percutaneous application of GD in albino rabbits and treatment

with both components of the M258A1 standard decontamination kit. An updated
program to screen new candidate decontaminants is to be implemented, utilizing

whatever 'information can be obtained from previously completed screening

programs.
The a priori assumptions for the dose-response relation applicable

to the forthcoming screening program are based on a probit model fit to the

results from a previous LD5* study with this same agent, animal model, and

decontamination regimen that was carried out in May-June 1985 in and MREF

Final Report entitled "Task 85-10: Validation of a Protocol to Compare the

Effectiveness of Experimental Decontaminants With Both Components of the

M258A1 Kit Against Percutaneous Application of Undiluted Organophosphate

Chemical Surety Materiels to the Laboratory Albino Rabbit," (December 1987,

Table 3.1.4). The LDs, was estimated to be 13.0 pg/kg and the slope 3.732,

based on n = 360 animals. The parameters of this distribution are displayed
in Table 5.1.1.

Ten alternative "target designs" were considered. These are,
numbered GDI to GD1O and are shown in Table 5.1.2. Each target design

consists of n = 100 animals, allocated equally or unequally to various

ZE
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TABLE 5.1.1. PARAMETERS SPECIFYING THE A PRIORI PROBIT DOSE-RESPONSE
DISTRIBUTION. THESE PARAMETERS DETERMINE THE CENTRAL
DISTRIBUTION AND PERTURBATIONS INCORPORATED IN SUBSEQUENT
SENSITIVITY ANALYSES

FITID BO BI VO Col V1
GD/DECON 0..843 3.732 0.336 -0.299 0.274

FITID = Fit identification
BO,B1 = Slope and intercept of the a priori dose-response distribution
VO,V1,CO1 = Variance of the intercept, variance of slope, and covariance

between the intercept and slope of the a priori dose-response
distribution and quantify the uncertainty in these parameters.
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combinations of the 10, 20,...,90 percentiles of the assumed prior

dose-response distribution. For example, target design GD1 allocates

25 animals to each of the 20, tO, 60, and 80 percentiles. The absolute

sensitivities calculated for these designs pertain to 100 animals. However,

these sensitivities are each scaled up or down by the factor (100/n)f if n

animals are used instead. The relative sensitivities for these designs are

thus invariant to sample size.

Although each target design is presented for initial planning

purposes as a single-stage design, the LD6 study 'is in fact carried out in

stages, with doses adjusted from stage to stage. The target allocations are

updated, over and above the doses previously tested, in light of the most

current estimate of the dose-response relation. The stagewise, adaptive dose

allocation helps assure conformance to the target design even if the estimate

of the underlying dose-response distribution shifts from stage to stage as

additional results are obtained. Furthermore, if the attained sensitivity to

estimate dose-response distribution parameters or to compare dose-response

distributions exceeds that predicted at the outset of the experiment, the

stagewise design strategy can lead to early stopping.

The predicted sensitivities for each design are calculated from the

information obtained in the previous stages, combined with the expected

information to be obtained in the current and future stages. The information

associated with each design is evaluated for the distribution specified in

Table 5.1.1 (the "central" distribution), as well as for distributions that

are perturbations about the central distribution.

Table 5.1.3 displays the "results" from the "previous" stages. For

eacn stage and dose, the logarithm of dose (X), the number of animals on test

(NN), and the number of responses (Y) are given. In'this example, the

designs are being evaluated prior to the first stage. There is no previous

data and so NN 0 0. For evaluations following later stages, the observe'd

r'sults at all the previous stages and doses would be used.

Oetailed sensitivity anilyses are carried out for each target design

t.o assess its performance under a variety of distributions that miaht be

liýe~y to occur (i.e., perturbations about the central distribution).
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TABLE 5.1.3. EXPERIMENTAL "RESULTS" FRO4 "PREVIOUS" STAGES'

08S GROUP STAGE DOSE X NN Y

1 DECON I 20 1;30103 0 0

"Prior to the first stage, the numbers of animals (NN)'and the numbers of
responses (Y) are each 0.

OBS - Record number
GROUP - Identification variable
STAGE - Stage at which dose was administered
DOSE - Dose administered
X • Common logarithm of dose
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Table 5.1.4 displays the detailed sensitivity results for design GDI. The
middle line in the table (underlined) corresponds to the central distribution.
The rc -.ining 48 lines correspond to perturbations about this central
distribution. Standard errors of theestimates of the specified logarithmic
percentiles (50, 80, 90 in this example) and of the slope are calculated for

each of these distributions. The results of the sensitivity analyses for each
target design are summarized in Tables 5.1.5 and 5.1.6. Table 5.1.5 displays
weighted averages of the standard errors over all of the 49 distributions in

the sensitivity analysis; the distributions closer to the central distribution
receive the greater weight. Table 5.1.6 displays the minima and the maxima of

these standard errors over these same distributions. The maxima can be
regarded as "worst cases", over the range of distributions considered
plausible based on the current information.

Table 5.1.5 shows that the weighted averages of the standard errors

of the log,, (LD5s) are similar across all of the target allocations
considered. This is not surprising, since they were all selected to be
symmetric about the a priori 50th percentile. Design G06 has the smallest and
design GD9 has the largest. By contrast the standard errors of the log1,
(LD9) and the slope vary to a greater extent across the target allocations
considered. Design GD9 has the smallest and design G06 is the largest.

Similar considerations hol.' for the maxima of the standard errors.
Those for the log,, (LDs,) are similar across all the target allocations

considered. Those for the log,, (LDO,) and the slope vary more across the
target allocations considered; design G09 has the smallest and design G06 has
the largest.

Design G06 allocates animals evenly to the 30, 50, and 70
percentiles; design G09 allocates animals evenly to 10, 50 and 90 percentiles.
Designs GD3 and GDIO are compromises between the two extremes. They allocate
animals equally among the 10, 30, 50, 70 dnd 90 percentiles and among the 10,

20, 50, 80, and 90 percentiles, iespectively.
To utilize this information for a stagewise dose allocation, the

numbers of stages and the numbers of animals per stage would be decided upon

and design GD3, for examole, appropriately scaled down, might be run for the

first stage. Following the first-staqe, the dose-resoonse distribution
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TABLE 5.1.5. WEIGHTED AVERAGES OF THE STANDARD ERRORS OF THE LOGARITHMIC
50, 80, AND 90 PERCENTILES AND THE SLOPE OVER ALL THE
DISTRIBUTIONS IN THE SENSITIVITY ANALYSIS

Weighted averages of standard errors of points varied around

A and B over the designs in the sensitivity analysis

Design I.D. GD1

APERCENT IDPCT NPCT SQRTSUM

50 SEFVX50 49 0.036863
80 SEFVX80 49 0.065796
90 SEFVX90 49 0.090660
BI SEFVXB1 49 0.850717

Design I.D. GDIO

50 SEFVXSO 49 0.038451
80 SEFVX80 49 0.058843
90 SEFVX90 49 0.077879
BI SEFVXB1 49 0.704621

Design I.D. G02

50 SEFVX5O 49 0.037861
80 SEFVX8O 49 0.061135
90 SEFVX90 49 0.082221
BI SEFVXBI 49 0.759807

Design I.D. GD3

50 SEFVX5O 49 0.038780
80 SEFVX80 49 0.058818
90 SEFVX90 49 0.077645
BI SEFVXBI 49 0.705694

Design I.D. GD4

50 SEFVX5O 49 0.037343
80 SEFVX8O 49 0.062219
90 SEFVX90 49 0.084367
B1 SEFVXB1 49 0.778833
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TABLE 5.1.5.
(Continued)

Design 1.0. = GD5

APERCENT IDPCT NPCT SQRTSUM

50 SEFVX50 49 0.037063
80 SEFVX80 49 0.064222
90 SEFVX9O 49 0.087923
BI SEFVXB1 49 0.820809

Design I.D. GD6

50 SEFVX5O 49 0.03609
80 SEFVX80 49 0.08256
90 SEFVX90 49 0.11852
81 SEFVXB1 49 1.14917

Design I.D. GD7

50 SEFVXSO 49 0.039233
80 SEFVX80 49 0.058390
90 SEFVX90 49 '0.076798
81 SEFVXB1 49 0.693325

Design I.D. = GD8

50 SEFVX5O 49 0.038148
80 SEFVX80 49 0.059842
90 SEFVX9O 49 0.079798
81 SEFVXB1 49 0.728632

Design I.D. = GD9

50 SEFVX50 49 0.040943
80 SEFVX80 49 0.056355
90 SEFVX9O 49 0.071733
BI SEFVXB1 49 0.623474

APERCENT = Quantity being estimated (percentile or slope)
IDPCT = Identifier of quantity being estimated
NPCT = Number of distributions entering into the weighted average
SQRTSUM = Weighted averages of the standard errors
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TABLE 5.1.6. MINIMA AND MAXIMA OF THE STANDARD ERRORS OF THE LOGARITHMIC
50, 80, AND 90 PERCENTILES AND THE SLOPE OVER ALL THE
DISTRIBUTIONS IN THE SENSITIVITY ANALYSIS

Minimum and maximum of unweighted standard errors of points varied

around A and B over the designs in the sensitivity analysis

Design I.D. = GD1

VARNAME N MINIMUM MAXIMUM

SEFVX5O 49 0.029316 0.047555
SEFVX80 49 0.041578 0.105432
SEFVX90 49 0.055582 0.144400
SEFVXB1 49 0.805459 0.919895

Design I.D. GD1O

SEFVX50 49 0.031554 0.047595
SEFVX80 49 0.041651 0.087573
SEFVX90 49 0.053014 0.117208
SEFVXB1 49 0.641773 0.799141

Design I.D. = GD2

SEFVX50 49 0.030646 0.047480
SEFVX8O 49 0.041790 0.092691
SEFVX9O 49 0.054465 0.125116
SEFVXB1 49 0..690566 0.861523

Design I.D. = GD3

SEFVX50 49 0.031852 0.047782
SEFVX80 49 0.042300 0.086001
SEFVX90 49 0.054073 0.114733
SEFVXB1 49 0.627240 0.822425

Design I.D. = GD4

SEFVXSO 49 0.030076 0.047356
SEFVX80 49 0.041038 0.097405
SEFVX90 49 0.053542 0.132328
SEFVXB1 49 0.733219 0.849374
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TABLE 5.1.6.
(Continued)

Design I.D. GD5

VARNAME N MINIMUM MAXIMUM

SEFVX50 49 0.029622 0.047440
SEFVX8O 49 0.041387 0.101758
SEFVX90 49 0.054838 0.138902
SEFVXB1 49 0.772841 0.894420

Design 1.0.' GD6

SEFVX5O 49 0.02775 0.04980
SEFVX8O 49 0.04441 0.14178
SEFVX9O 49 0.06528 0.19805
SEFVXB1 49 1.12Z43 1.19243

Design I.D. = GD7

SEFVX50 49 0.032382 0.048034
SEFVX8G 49 0.042927 0.083840
SEFVX90 49 0.054734 0.111264
SEFVXB1 49 0.605445 0.826605

Design I.D. G08

SEFVX5O 49 0.031101 0.047525
SEFVX80 49 0.041628 0.089953
SEFVX90 49 0.053529 0.120888
SEFVXB1 49 0.0664329 0.824324

Design I.D. = GD9

SEFVX50 49 0.034806 0.048910
SEFVX80 49 0.044264 0.077431
SEFVX9O 49 0.054499 0.1,00846
SEFVXB1 49 0.539006 0.755271

VARNAME Identifier of quantity being estimated
N = Numbe,;- of distributions entering into the estimate
MINIMUM Minimum standard error of the logarithm
MAXIMUM= Maximum standard error of the logarithmn
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estimate would be updated and the sensitivity analysis would be carried out,

as above, to determine which second-stage dose allocations best augment the

first-stage doses, in light of what has been learned about the dose-response

distribution from the first stage. This procedure would be iterated following

each stage of experimentation.

5.2 Probit Dose Response Estimation Based on
Nonlinear Regression Analysis

Following each stage of experimentation, the estimates of the

underlying dose-response distributions are updated. Probit dose-response

models in logarithmic dose (Finney 1977) are fitted to the data for each

treatment regimen to quantify the relationships. Distribution percentiles are

estimated based on these models. Sackground response is not incorporated into

the models, due to the relatively short durations of the tests (hours, days,

or at most one or two weeks).

Standard probit analysis computer programs cannot be used to fit

these models to the dose-response data due to the nonstandard dose-allocation

strategy and due to a number of nonstandard aspects of the model

specifications. These nonstandard aspects include individual animal responses

rather than pooled group lethality rates, common probit slopes shared by

several treatment regimens, the possible presence of stage effectsand the

capability to adjust for such effects, and the incorporation of covariates,

such as body weight, into the models. These model aspects are discussed in

greater detail in this section.

Specialized procedures, based on nonlinear regression analysis, have

been developed to fit dose-response models to such data. These proceaures are

described and illustrated.

5.2.1 Individual Animal Responses

The dose-allocation strategy discussed in the previous section

results in many different dcnes with few animals tested per dose, possibly

just one. The model fitting methods thus need to accommodate the possibility
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of dose-response data with each animal tested at a unique dose. All the
responses would then be O's and l's. This is in contrast to the usual probit

analysis situation where multiple animals are tested at a relatively small
number of repetitive, discrete doses and dose-response models are fitted to

the observed response proportions at each dose.

5.2.2 Separate Slopes and Common Slopes Models

The model fitting procedures are sometimes used to compare
dose-response distributions corresponding'to several treatment regimens. For

example, no' treatment, standard treatment, and one or more candidate

treatments may be compared simultaneously. A fully general model fits

separate dose-response distributions to each regimen. Submodels incorporating

the assumption of common slopes among various subsets of the treatment afford

the possibility of substantially greater estimation precision and
interpretation simplicity. Provisions have been incorporated into the model
fitting procedures to fit common slopes to various subsets (of size 2 to 5) of

the treatments and to test the adequacy of fit of the submodels relative to
the separate slopes model or to less restrictive common slopes models. Common
slopes models are also sometimes used to augment information about the dose
response for a current treatment with that based on historical data. 'Although

the dose-response distributions may be shifted relative to one another, the
slopes may have remained the same.

Tests of adequacy of the submodels are carried out by comparing the
values of the log likelihoods under the more restrictive and the less

restrictive models. The log likelihood tatio is referred to the upper
percentiles of a chi-square distribution with an appropriate number of degrees

of freedom.

5.2.3 Stage to Stage Variation

The basic design strategy calls for carrying out the dose-response

experiment in stages, utilizing the results from all previous stages to design
the following stage. A test for the presence of stage to stage variation is
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incorporated into the model fitting procedures. The test is carried out by
fitting probit models to the'combined data across all stages. Residuals from
these fits are standardized by dividing them by estimates of their standard
deviations. In the absence of stage to stage variation, these standardized
residuals would be expected to have mean approximately 0 and standard

deviation approximately 1. If systematic stage to stage variation exists,
then the residuals from some stages would have positive means while those from

other stages would have negative means.

A one-way analysis of variance is carried out on the standardized
residuals, incorporating stage as a grouping variable and the logarithm of
dose as a covariate. Statistical significance of the stage factor (a = 0.05)
provides evidence of stage to stage variation. Possible causes of such stage

effects might be drift across stages, isolated outlying responses, or,

variation of some of the experimental conditions across stages.

The nature of the stage to stage variation would need to be studied

by more in-depth examination of the data, such as diagnostic plots, multiple
comparison procedures, or the incorporation of additional explanatory
variables into the models. The nature and extent of such additional analyses,
and possible actions taken as a resuit, would necessarily be decided upon on a
case by case basis. They are not incorporated into the more general model
fitting procedures di~scussed here.

5.2.4 Covariates

Body weight (kg) at the time of dosing is incorporated into the
,odels as a covariate. Models incorporating separate covariate effects for

different treatment regimens and models incorporating common covariate effects
are fitted to the data. Likelihood ratio tests for common covariate effects
are carried out in the same manner as likelihood ratio tests for common

dose-response slopes.

.4,
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It should be oted that including covariates such as body weight in
the dose-response model necessitates fitting to the individual animal 0-1
responses rather than p oling across animals that were tested at the same

dose. This is because, in general, each animal has a different body weight
and so presents a diffe ent set of explanatory variables.

5.2.5 Dose-Response Modil Fitting Procedures

A series of computer programs, based on PROC NLIN in the SAS
statistical computing svstem, have been developed to fit the dose-response

models to the experimental results. These procedures utilize as input the
individual animal 0-1 r sponses, as well as the treatment dose and any

covariates, such as body weight. Programs are available to fit separate
probit models to each ihdividual treatment (separate slopes model) and to fit

I.
joint probit, models having a common slope to several treatments (common slopes

model). Covariates can be included in or excluded from the models.
Table 5.2.1 displays the output from a common slopes probit model

fit to the results fromitwo treatment regimens. The parameter B represents
the common slope and the parameters 801, 802 represent the intercepts for the

treatments. No covariate is included in this model. If the model fits the
data, then the expectedZ value of the residual mean square is asymptotically
1.0. The attained residual mean square of 0.85 indicates no evidence of lack
of fit of the model. The "sum of loss" is proportional to -2 times the
(natural) logarithm of 'the likelihood function; it is used to compare the

adequacy of alternative models.

Tables 5.2.2 and 5.2.3 display estimates of the dose-response

distribution percentiles, associated standard errors, and upper and lower
95 percent confidence bounds. The confidence bounds in Table 5.2.2 are based
onpropagation of error , while those in Table 5.2.3 are based on Fieller's
method. If the estimated slope is somewhat more than two standard errors
from 0, as in this example, then both confidence intervals are similar,

particularly for doses'in the central portion of the design. If the estimated
slope is less than twoistandard errors from 0, then the Fieller's method
confidence intervals will be substantially wider than the propagation of

FAA ; 41
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errors intervals; the propagation of errors intervals arn too narrow, while

the Fieller's method intervals are too wide. A compromise interval cannot be

obtained analytically; it likely requires a resampling method, such as

bootstrapping, to account for the inherent nonlinearities.

Tables 5.2.4 and 5.2.5 display summaries, by stage, of the

standardized residuals from the probit model fit and a one-way analysis of

variance to test for the presence of stage to stage variation in these

residuals. There is no evidence of a significant stage effect in this

example. If the stage effect in Table 5.2.5 was significant, then the

stagewise means, standard deviations, minima, and maxima in Table 5.2.4 would

be studied to determine the nature of the variation, and which stage or stages

differ from the remainder.

Tables 5.2.6 and 5.2.7 display the outputs from two probit model

fits to the results from a different dose-response experiment, with two

treatments. Body weight (kg) is included as a covariate in these models.

Table 5.2.6 displays the results of a four-parameter common slopes model, with

a connon covariate effect, fitted to the two treatments. The parameters 81

and P2 represent the common slope and the common body weight effects,

respectively; 801 and B02 represent the intercepts corresponding to treatments

I and 2, respectively. Table 5.2.7 displays the results of a single three-
parameter probit model fitted to the combined results from both treatments.

B: and 82 represent the slope and the body weight effect, respectively;
r,) represents the intercept. Based on the residual mean square, both models

appear to fit the data.

A log likelihood ratio test for differences between the dose-

response distributions is carried out by comparing the difference between the
"sum of loss" values for the two models to a chi-square distribution with

1 degree of freedom (4 parameters minus 3 parameters). Namely, 60.989 -

60.538 - 0.451 is significant at the a - 0.50 level, based or the chi-square

1istribution with I degree of freedom. Thus, there is no evidence of

differe;.ces between the dose-response distributions associated with each of

the treatments and so the single model is accepted.
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The body weight parameter can be interpreted as follows. The
logarithm of the LDs, dose for a W kg animal, based on the model in
Table 5.2.7, can be calculated by solving the equation

A -

BO - 5 + B1 * xs6 + B2(W - W) = 0,

where x$# represents the estimated common logarithm of the LD5* dose and W is

the average body weight. Thus,

So80-5 B2xSe = - (W W).
B1 B1

If B2 is positive, then this relation can be interpreted as a decreas'e-in the
LDs1 of 100 (1 - 10 -IIB1) percent for each 1-kg increase in body weight. For
the present example, this is an estimated 2.6 percent decrease in the LD5, for
each kg increase in body weight, at least for body weights around the average.

6.0 POSSIBLE DIRECTIONS FOR FURTHER EXTENSIONS

This section considers several possible directions for further

development, extension, or modification of the methods and procedures that
were discussed in the previous sections.

6.1 Parameter Selection

The primary reasons for the selection of the input parameter values
of the recommended test procedure are that these values are consistent with
the historical database and they appear to provide a test procedure with
desirable overall properties as illustrated in Section 2.3. Further work must
be performed to develop a procedure for the selection of test procedure
parameters, allowing these parameters to vary with the agent and test system.
The two major activities that would be required are more extensive simulation
studies to characterize the behavior of the recommended test procedure for
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various input parameter values and a statistical analysis of the historical

database, using the methods of Section 3.2, to determine plausible values of

the input parameters.

6.2rHistorical Data

The methods discussed in Sections 2.0 and 3.0 assume that an

extensive amount of historical data is available. The parameters /A, a&, a6l,

and e that characterize the historical response distribution for the standard

decontaminant are assumed known. In some applications, however, there might

be just a small or moderate amount of historical data available. -The

historical distribution parameters would then have uncertainty associated with

their estimates. This uncertainty Would inflate the variability of the

historical estimates relative to the expressions presented in Section 2.0 and
would thereby result in greater weight being given to the current estimate.
The methods discussed in this report can be extended to account for this,

additional source of variability and its influence on the recommended
weighting procedure.

6.3 Deleting Far Past Historical Data

Procedures might be developed for determining when and to what

extent to delete the far past standard decontaminant results when they are no

longer compatible with the current and more recent past standard decontaminant
results. Such decisions would be based on exceedences observed with the
control chart procedures discussed in Section 3.0.

6.4 Discounting Historical Data Based on Its Age

Current procedures utilize all the historical data as equivalent as

long as they remain within the control limits and as long as weighted aveyages
of various durations remain within the control limits. This is the case

whether the historical values were obtained a day, a week, or a year ago. An

alternative procedure is to routinely discount the historical data based on
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their age, irrespective of whether or not they lie ithin the control limits.

For example, if exponential discounting were used w th a discount parameter of

-X per month, then one current observation would be discounted to e"X

observations in a month, e- 1 observations in a year, etc.. Thus, if the

screen were not used on a regular basis, the extent of the historical
information would gradually diminish over time. If the amount of discounted

historical information about the standard decontaminIant response rate drops

below a specified level, then additional tests woulj be carried out with the

standard decontaminant to increase the amount of hi torical information up to

a specified minimum threshold. These additional te ts would be carried out at
the same agent dose as that used in past tests. If the standard decontaminant

response rates drift (or jump) out of control, as ditermined by the control

,chart procedures, then a new LDS study would be carried out to determine how

to modify the agent dose for future tests.

6.5 Beta Binomial Distribution

The observed response rates, for both the standard and test
decontaminants, are currently modelled as being appIoximately normally

distributed. Following an arc sin transformation, the variances of these

response rates are assumed to be independent of the mean. The normal
approximation to the binomial distribution is reason able for response rates

near 50 percent, as is the case with the current application. For other

applications, with response rates closer to 0 or 10, percent, the normality

assumption may not be as appropriate. An alternative formulation for such

problems would be to model the responses within eah .individual test as

binomially distributed with response probability v~rying among tests according

to a beta distribution. The resulting marginal distribution of the observed

standard decontaminant response rates across tests can be described by the

beta binomial distribution. This distribution is bounded between 0 and 1 and

incorporates skewness in the appropriate direction when the true response

probabilities are near 0 or 1.
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There are no conceptual differences in a model formulation based on
the beta binomial distribution from one based on the normal distribution.
There are, however, a number of technical differences; the expressions for the
weights would need to be modified.

6.6 Determination of Control Chart Boundaries

In Section 2.0, the test to test variation of standard decontaminantý
response rates is modelled as a mixture of normal distributions. The control
chart limits in Section 3.0, however, are based on a single normal
distribution. The distributional assumptions made in Section 3.0, and control
limits based on them, might be modified to be brought into conformance with

the assumptions made in Section 2.0. Namely, the control limits might be
based on the upper percentiles of the mixture distribution, using the

iterative calculation recommended in Section 2.2 to determine the critical
value. This would probably result in wider control limits than those based on
the normal approximation to this distribution.

6.7 Determination of Control Chart Statistics

The discussion in Section 3.3 refers to three alternative statistics
to indicate when the standard decontaminant response rates are drifting away
from historical levels. An individual, standardized transformed response rate
is associated with each test. One statistic is based on the numbers of
consecutive individual values that exceed control limits. A second statistic
is based on comparing the medians of rbnsecutive individual values to control
limits. A third statistic is based in comparing the means of consecutive
individual values to control lim tis.

Table 3.4.1 in Sectmin 3.4 shows that the statistic based on the i7
means is more powerful for detecting small to moderate departures thar; those
based on counts or medians. However, the statistic based on the means is more
sensitive to the effects of a small number of outlying values. A compromise
between the means-based statistic and the medians-based statistic might be
found that simultaneously provides much of the improved sensitivity to detect

C.,
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-systematic departures, yet resists much of the insensitivity and is not as

influenced by isolated outlying values. Such a compromise procedure might be

based on trimmed means of consecutive values.

6.8 Generalization of the Dose-Response Models

The discussion in Sections 4.0 and 5.0 pertains to experimental

design and data analysis considerations in deterrining the LDs, associated

with the standard decontaminant. It is assumed there that the dose-response

relation can be described by a prob~it model, without background. This model
is adequate for many applications to which the screening methodology has been

applied. Other applications, however, might necessitate the use of more

general models.

A'test period of relatively long duration might result in a nonzero

background lethality response rate. Treatment with a specified drug regimen

might not be efficacious for all the animals, no matter how much the drug dose

is increased. Morbidity responses, such as deterioration of neurological

function, may be exhibited by some animals, no matter how high the drug dose,

and may not be exhibited by some animals, even in the absence of drug

treatment.
The sensitivity analysis procedures and the dose-response model

fitting procedures discussed in Sections 4.0 and 5.0 might be extended to

accommodate minimum and maximum response rates strictly between 0 and 1.

These rates would be additional model parameters, to be estimated from the

data.
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DOCUMENTATION FOR NEW SAS PROGRAMS

A.1 DATA STRUCTURES

A.1.1 Historical Data File

The historical data file is an ASCII file containing standard

decontaminant results from-first stage screens. There is a separate file for

'each agent. Each record contains information about a screen, including, the

starting date, the number of animals dosed, and the number of lethalities.
The first field in each record is a "USEFLAG" which can be set to either use

or ignore that record when computing historical estimates and creating control

charts. As new standard decontaminant data becomes available, it can be

appended to the end of the existing historical data file.

File name: <agent>.HIS, where agent is the agent code.

Field
Name Columns Description

USEFLAG 1 Flag which is setto 0 or 1 to ignore or use data

when calculating the historical estimate.

TSEQ 3 -4 First stage screen identifier (A, B, C...)

AGTCD 6 -. 8 Agent code (GO, TGD, VX)

DCNCD 10-12 Decontamination code (STD - standard, A,B,C...-test)

STRTDATE 14-21 First date of testing for the screen (mm/dd/yy
format)

DURATION 24-30 Duration of screen in days: (last date) - (first

date) + 1

NDOSED 32-38 Number of animals which were dosed

NDEAD 40-46 Number of animals which died

A-I
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A-1.2 Current Data Files

The current data file is an ASCII file containing results of a
single first-stage screen using the standard system and the test

decontaminants for a particular agent. This file is in the same format as the
historical data file desrribed above. Each record corresponds to a single

standard or test 'tecontaminant.

File name: <agent,.CUR where <agent> is the agent code.

A.1.3 Nominal Parameter Values Files

One file per agent, containing the nominal values for the lethality
rate and the screen-to-screen variability.

File name: <agent>.NOM and <agent>.EST where agent is the agent code.

Field

Name Columns Description

MUC 1-20 Nominal lethality rate, Pc-

SIGD2 21-40 Nominal screen-to-screen variance, v62.

A.2 D2OCUMENTATION FOR SCREEN PROGRAMS

The following programs perform the analyses in the attached Report
on Lethality Rate Estimation and Testing Procedures. The programs are written
using in the Statistical Analysis System (!:') and are designed to run on
Battelle's VAX system. It is assumed that c -ogram and data files 'reside
in the default directory of the analyst.

To run the programs, log on to the Battelle computing network

requesting a destination of VMSF, and at the VMS prompt (F$), type:

SAS <program name>
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followed by a carriage return. Each program produces a file named <program
name>.LIS which contains the analysis results, and a file named <program

name>.LOG which contains the SAS log.

A.2.1 Documentation for "HISTLETH"

Program file: HISTLETH.SAS

This program uses a supplementary file named*HISLETHS.SAS

This program computes estimates of lethality rate and screen-to-

screen variance using historical data from first-stage screens. The required
input to the program is a file called <agent>.HIS which contains historical

data on the standard system for a particular agent. Output of the program
consists of a printed report and a data file. The printed report includes the
input data, estimates of lethality rate and screen-to-screen variability, and

standard errors for these estimates. The data file is called <agent>.EST
and includes the estimates of lethality rate and screen-to-screen variance.
The format of this file is given in A.1.3.

Prior to running the program, edit HISTLETH.SAS to include the names
of the .HIS historical data file to be used and the .EST file to be created.

A listing of the HISTLETH program is provided in Section B-1 of
Appendix B. A listing of the HISLETHS file is provided in Section B-2.

A.2.2 Documentation for "COMPARE"

Program file: COMPARE.SAS

This program uses supplementary files named CONTAMC.SAS and
CONTAMS.SAS.

This proqrim carries out the statistical test procedures for
comparing the current behavior of the standard decontaminant with historical
behavior, and for comoarinq each experimental decontiminant with the standard

AIeconti~minant. Two data files are required as inout to the program. The
irst is .1 tile called -agent>.CUR which contains current test system data
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including standard system and test decontaminant results. The second is

called <agent>.NOM and contains estimates of the nominal historical lethality

rate and screen-to-screen variance. Output of the program consists of a

report and a data file. The printed report contains listings of the raw data

and computed values and significance levels from the test procedures. The

data file is named <agent>.NEWHIS and is an ASCII file containing the current

standard decontamination data. This file can be APPENDed to'the historical

data file by the analyst.

Prior to running the program, edit COMPARE.SAS to include the names

of the .CUR current system data file and the .NOM file to be used, and the.
.NEWHIS data file to be created.

A listing of the COMPARE program is provided in Section B-3 of

Appendix B. Listings of the CONTAMC and CONTAMS files are provided in

Sections B-4 and B-5, respectively.

A.2.3 Documeontation for *CRITX"

Program file: CRiTX.SAS

This program uses supplementary files named CRITX.DAT (which
must be created by the user), CONTAMC.SAS and CONTAMS.SAS.

This program determines the critical values for the test procedure

comparing an experimental decontaminant with the standard decontaminant. The

analyst specifies values of certain parameters and the program produces a

table of critical values for determining when a test decontaminant is no

better than the standard decontaminant based on the number of lethalities in

the standard and test groups. The six parameters specified by the analyst

are:

nc number of animals receiving the standard decontaminant

nt number of animals receiving the test decontaminant

Ac long-term lethality rate for the standard decontaminant

f mixture probability for the random effect 6
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an0 standard deviation of nominal normal distribution

an1 standard deviation of extreme normal distribution

Values for these six parameters should be entered into a one line ASCII file

named CRITX.DAT in the order specified above, with at least one blank space

separating each value.

The program produces a file named CRITX.LIS displaying the input

parameters, and a table of' critical values. The critical values are tabulated

for values of xc, the number of lethalities for the standard decontaminant,

ranging from 0 to nc. This information is also printed on the screen as the

program runs.

A listing of the CRITX program is provided in Section B-6 of

Appendix B. Listings of the CONTAMC and CONTAMS files are provided in

Sections B-4 and B-5, respectively.

A-5
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DATA HISTORIC:

* SUPPLY Tt4E NAME 07 THE HISTORICAL DATA PILE IN TIHE POLLOWING a

SZINPILE STATEMENT
.........m.........m..mmami....m...............ma..m...mm..m.m.........
auing Smammmmmaaaaaggm~maammmaumgmammmmamemamaumemgaaaauamaammagagmemgmm.

INFILE 'GO.HIS';
INPUT USEFLAG

92 TSEQ %2.
• AGTCO $3.
910 OcNCo S3.
014 STRTOATE MMOOYYI.
024 DURATION
022 NOOSEO940 MOU[O:

FORMAT STMTOATI MMIODYYl.:
PROC PRINT: TITLE 'HISTORICAL STANOARO DATA':
a

a GENERATES HISTORICAL ESTIMATES

DATA MIY;
SET HISTORIC:
IP(USEFLAG 10 1);

OPTIONS NOSOURCE2;
%INCLUOE HISLETHS:
DATA MISTEST;

SET CURREST:amaaamamgmmagaaaaaaamammaaa leammgmmamaagmamamamammsmauaamuaaammagmaaaam

*mummmmmamammamaaaauaaaaaaaaaamaaagaamamammmgmammmmmmmmmamgamaaamaaagmalmm
a SUPPLY THE NAME OP THE NOMINAL VALUE FILE IN THE FOLLOWING U

"a FILE STATEMENTaumamaamammmmmimmmmlmmmmmlaamaalaagaaaaaaammaamaaammaaalmagaaomamoaaaaam

aamaammaammmmmmmtmmmmmmmmmmmmaaaammamaa aaa aaaaaaaaamaaummgaamaagmamm.mt

PILE '=0.EST':
PUT Vi PH 21 1Qs02MH:

PROC PRINT: TITLE 'HISTORICAL ESTIMATES';
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DATA OJIREST;
INPUT P14 SIG0214:

0.5 0.0

s AMCSIN-SQRT TRANSOR1KATION 1S USED TO TRANSFORMI TME NINOMIAL

9 MODEL. TO CONSTANTVARIANCE

aITERATION I

OATA ITER:
SIT DUMY;
if N., EQ I THEN SIT CURRIST.
W~J */( .29/NCOSEO.S10021);
ZJ 1/ (2* ( .25/NOOSEO,50024) a v2);
PJ s A~tSZN(SOAT(NOEAO/NOOCSEO))
5SQ~j o(P-J-P14)32 - -2S/NOOSIO;

NUMIR2 a ZJ*SIO2'J;
PROIC SUMARY CATAsITER:

VAlt 4JUN31 NIJM9R2 WtJ Z'J:
OUTPUT OUTOSUMI SUM' SUMPJ SUMS 102tJ SUlMW*J SUMZpJ;

DATA CURRIST;
SIT 0.1131ST;
IF IN Q 1) THEN SIT SUMI:
ppiiapfl

PH4 a SUMP~J/SUMWiJ;
SEP14 a SQRT(I/SUMWIJ);.
SIQOljuSUMSIQ2qJ/SUMZ~J
SlSIGO2I4.SQRT( 1/SUMlZJ);
PCMH a IO0a(Pt4PPt4)/PpW:,
PCSIOO2 a I0O*a(S1G029-PSIOO2H)/PS100294:
PUT 'PCT CHANGI IN P14a PCPM PCT CHA?4E IN 5100294 PCSZOO2M;
KEEP PH4 SEP94 51G0294 5150029:

aITERATION 2

DATA MTR:
SET DU1Y:
IF P4 EQ I THEN SET CLJRREST:
WiJ-l/( .2S/NOOSEO.510024);
Z1jai/(2*( .21/NOOSED.S100294)'2):
P~J a ARSIN(SORT(NOEAO/NOCSEO))
SIQ2%U a(PJ-P14)**2 - . 25/NNOOSE;
HUJMERI a VUUPJ;
PJMER2 x ZJ*SIG2J;

PROC SUMMARY OATAsITtR;
VAR P4JMERI 4JUl32 W~J ZI;
OUTPUT OUTsSUMl SUMl*SUMP-J SUMS1122J $WON~ SUMCJ.J

DATA CURRIST:
SET 0.1331ST;
IF (.N. EQ 1) THEN SET SUMI;
ppfapil;
psi g62MV111 gd2t:
pm4 a S1JMP.J/SLJMW~J:
SEP"4 a SONTtI/SUMWiJI;
SIQO2HSUMS102J/ SUMZJ;
SESIGO2IMaSQRT(i¶ SUMZJI :
Pep"4 a 1004(P14-ppI)/pp14:
PCSIGO2)4 a I0Owa(SIGO29PSIGD2M)/PS100214:
PUT 'PC? CMANCE IN PM4 a IPCPH ' PC? O4ANGE IN 5100294a PCSIGO294:
KEEP PH SEP14 SIG0294 SESG0294;

aITERATION 3

DATA ITIR:
SIT DUMY:
If N EQ I THEN SIT CURREST;
w.Jm1/( .25/NOOSEO+510024);
Z.Jol/(2s( .2S,'WVOSEO+5100214)av2);
P.1 a AASIN( SORT (NOSAD/NOOSEDfl
Sla2.1 a(P.J-P"94)2 - .23/NDOSZD;
HUM9ERI a WiJapJ:
W4MEX2 a Z~JsSIG2ij:

PROC SUMMARY 0ATAstTtR;
VAR N4IAERI'N3UME2 W Z.J; B-4



OUTPUT OUT'SUMI "*SUMPJ SUMS11224 SUNWil SUNZJ;
DATA CURREST;

SIT OJRREST:
if (-N- [a 1) ThIN SET SUMI;

pslgd2I'wvltd2h:
P$4 a SUNPiJ/SUNiJ;

FS10021mu5Q3T( t/SJMZJ):

PCPH 0 1008(P14-Pp9l4)/PP9:
PCSIG02N 0 100u(i110214-PS10021)/PSIOO2H:
PUT 'PC? C4ANGE IN PH$ a ' PCP04 1. PC? CHAN=9 IN 31002M4 PCSIGM2;

KEEP P" SEP9 SIQ2 535100214

ITERATION 4 T
DATA MTR:

SET OUYM:
IF ,N to I ThENISET OJUREST:
WJGaT/( 2S/NQCSEO.SIGD2N):
Z1JuI/(2u( ,2/N0I~5EO.SI0O214)m2):
PJ aARSIN(SORT(NDIAOMMOSIO) );

?JMER¶ a WjuP~j:I
UMIMR2 a Z1J'S102;

PROC SUARMY OATAsITtR:
VAN NMIMI~ MOIER# Wul ZiJ
OUTPUT OUTmSUNI mUNSUNP-j SUNSIG2~J SUwJ SuNZ'J;

DATA CJEMEST':
SET OJRREST:
IF (..m Eo 1) THEN SET SUMI;

P" a SUNP%)/SUNW*-
SEP9 a SQRT(I/SuNotJi:

SESIOO2MUSQRT( 1/$UMZJ)
Pep"4 a lOCO(P94-PP94)/PP94:
PCSIG02M4 a 1O0a(SIG021-PSZG0214)/P510214:
PUT 'PC? 04ANGE IN P14 a PCP14 PC-, 04ANGIE ZN 5100214* PCSIGO2M:
KEEP P94 SEP94 S100214 535100214:

*ITERATION U

OATA ITIM:
SET DUMY;
IF N10 E 1 T4ENISIT CJRREST:

PJI a AASIN(SQ*T(NOIAO/NlDOSEO))
SIM2~ a(P-J-P94)5a2 - 1!I/Noosgo;
MNUMCM a WiJ:P%;
P4JMER2 a Zj SX02~j;

PROC 5U*4RY DATAuIT!R:
VAR MUIRI~ NMINER Wa j;U
OUTPUT OUTsSUNI UUUP NI2 IWJS~J

DATA OjERUST: 7 SM- jWI2 U4SMJ

SET OJEREIST
IF (_N_ ca 1) Th I N SET SUMl:

psigw2hawlid2h:,

P" a SUNPWJSUINWiJ:
SEI0O29a SQRT( t/SUNZJ):

PCPH a 100*(P94-PP94)/Pp94:
PCSIG0214 I 100*(tIGO214-P510021)/P5100214:
PUT 'PC? 0HAMGE lim (r4a Pcpm '. T PC? ANgE IN 3100214 u'pCSI0O2H
KEEP P" SEP94 S100214 51300214:

TZTRATION is

DATA MTR:
SIT OUNNY:
IF _N EQ 1 TMEN SET CURRUST: -
WI.1/ (.25/NOOSEO.SI 0021):B5



UsJ1/(2*( 23/NOOSEOSIQO24) 802):
Pij a ARSIN(SQRT(NOIAO/P400S[OfI
SIG25 slPJ-P94~SU2 -. 230400530:

NU.iNR2 a ZJs5102h1:
PRoc SUWA*Y OATAatITR:

VAR N.JNIRl 14JN332 W.J ZmJ:
OUTPUT OUTOSUMI SUM*SL.NPJ SUMS102iJ SUMWJ SUMZJ;

DATA CURREST;
SIT CURRIST:
IF to. E 1) THEN SIT SUMI:
pplospl:

P14 a SUMPN/SUMAJ:
SEP94 a SQAT(I/SUMWt);
SZGO2,4SUMSIG12,/SUMZJI;
S9S10023450T( 1/SUWZJ);
PCPt4 0 1O0a(P*W-PPH)/P"":
PCSIG02H a 1O0u(500O2H4P51G02)/PSZGD2H:
PUT I PCT CHANCE IN P94 a 'PCP94 .t' PC 4ANGE ZN 5100294 s PCSIG02HN;
Kl1P P94 SEP14 510021 SESIGO2H:

: ITERATION 7,

DATA VIA3:
SIT DUMY.
:F N ea0I THIN SET CURIEST;
W~Jui/T.25/N0OSE0*SIGD294);
Z1Jmi/(2'( .29/N0OSEO.51GO214)m2):
PiJ a AASIN(SQAT(NOEAOIP400SED))
SI021 vfP~J-94)u*s2 - . 25/NOOSIC;

NUMl32 *ZJs5102'J;
PRODC SUMARY OATAsITER;

vAn MJMERI Ju~lA2 WJ ZiJ;
OUTPUT OuTvSUMl SUMsSUMPJ SUMSZG2J SUMWI SUMZhI;

DATA CURREST:
SET CURREST:
IF (-N to 1) THEN SET SUMl:

pslggd2h'stgd2li:
PH4 a SUMPJ/SUMW~J:
SIP"4 v SQRT(1/SUNW1 J):
SZ002M@SUMSI(12iJ/SUMZ~J;
SISZG02 HUSORT( 1/SUMZJ'I;
PCPI4 a i0.*(P94-pp9)/P994:
PCSIQO2M a 10O.(S10029-PSZGO2M)/PSIGO2M:
PUT 'PC? CHANGE IN PH PCP94 1. PC? CHANCE IN SIG0214a PCSZGO2M:
KEEP P94 SEP14 S1002M4 SES1002 H:

*TRANSFORM BAQC TO ORIGINAL UNITS

DATA OJRREST:
SET CUMNEST:
SEP94 s 2*3ZN(P94)mCGS(P14)8SEP94
PH *SZN(P14)au2:

B-6



8-3 PROGRAM LISTING FOR *COMPARE'

B-7



* DATA 4tST:
,se Owssoa Goes*aaa0aamaamam4agassessaa %semasamea ***sees*assseesaw* *omegasaa
" a asas**adoma ass*sas* ass asons* *ass Itssoamass a **messagemmaaaaaeaam sesamg

"* SUPPLY THE NAME OP THE NOMINAL VALUE PILE IN THE POLLOWING a
* ~INFILE STATEMENTa

INPILE 'GO.NON';
INPUT MUC 51002;

DATA STOCATA TtSTOATA:

a SUPPLY THE NAME OF 7141 CURRENT DATA PILE IN THE POLLOWING a
a ~INFILE STATEMENTa

m..a... a.. amaaa aagaamaa massesaaa~~ aaa m.agm mam

INPILE 'G0.CJR':
INPUT USEPLAG

03 TIEG 52.
04 AGTCO S3.
fla 2~C 3.
014 STATOATE MM0OYY4.
"P4 DURATION

P40 NOCAD:
PORMAT STRTOATE MMOOYYl.:
IP (WD11CO EQ 'ITO') THEN DO;
OUTPUT STODATA:

am00aa am a 4 amaga mamaaa mm amaaa a a a m amaa a mm maa a a ama m aa a amm ama a amamaa am am a a 2ua mamma sam00a a a am

a SUPPLY THE NAME OP 7)4! CURRENT STANDARD DATA PILE IN THEa
aFOLLOWING PILE STATEMENTa

........................... ama.........................................

PILE '(2O.NEWI4IS';
PUT USEPLAG I

93 t $SG 2.
SO AGTCO $3.
via Scc 3.
P14 STRTOATE I'UOOYYI.
*24 DURATION 7.
*32 NOOSED 7.
040 NOEAO 7.

END:
ELSE OUTPVT TESTOATA:

PROC PRINT OATA*STOCATA; TITLE 'CURRENT STANDARD DATA';

CC CPARE HISTORIC & CURRENT LETHALITY RATE CSTANOAXO DATA

DATA COMPARE;
MERGE MIST STOOATA:
PC*NCEAO/NOOSEO:
AC3TAR a ARSIN(SQRT(PC).;
MUJCSAR a AASIN(SQRT(r4J)):
ZiaC $rCSAR-WJCSTAR)/SORT( .23/NOOSED SIGV2);
OSLs2mPROUNQIW( -I OAIS(Zlfl
KEEP PC IRJC S1002 Z1 OSL;

PROC PRINT NOOUS:
TITLE 'COMPARE CURRENT STANOAnO TO HISTORICAL LETHALITY RATE';
TITLE2 'RATES ARE SIGNIPICANTLY DIPPERENT IP QSL IS LESS THAN 0.01;:

DATA CURSTO:
MERGE STOCATA MIST;
XC a NOW:O
MC a NOOSED:
SIGOO29SIG02;
KEEP XC NC MUJ'~ S10002;

DATA CURTtS?;K
SET TISTOATA:

aT MOEAD:
HET NOO40SED:
KEEP XT NT OcNCO;

DATA OUM~Y:
SET CURTIS?;
IP N EQ 1 THEN SET CURSTO;

%INCLUDEO ccNT Amc:
DATA PINAL;
MERG4 TESTOATA CRITICAL; ZY OCNCO:

PR=C PRINT DATOmPINAL;
TITLE 'CURRENT TEST DATA. CRITICAL NUM89R AND OSL':
TITLE2 'TEST DECON PAILS IP NOMA IS GREATER THAN4 CRIT?4JMl;
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DATA ITEM ?EMPPRNT;

* 2cLUOE NOMINAL VALUES

fps a 0. 10:
5S000 a SORT(S20002);
52001 a 0.4;

'COMPUTE CONSTANTS

PI v 2*ARtSZN(I.O):
.JXs1AX a ARSIN(SCAT(M.JC));

SI=a .2s/NC;
SlaT2 a .21/NT;
SIG002 a S2000x*2;
520012 m SIOCI**2:
wo a 520002 / (120002 # S20C2);
Wi a S20012 / (320012 + SZ2C2);
KC a XC/24;
RCSTAM v ARSIN(TORT(RCfl;
A a IXP(-(RcSTARt-UJSTAR)8a2/(2.(5Z20C2,52012)))

/SOAT(2vP23S20C2+510012n) /.
EtxPf( ( RSTAR-SJC5TAR ) 'a / 26) SI .2SbGOoa))

/SORT (2 Opt aS20C2,S20002)
IPITAM 0 EPSON/(l-lPS.EPIUR);

*COMPUTE OSL FORn OUSERVED ?EST OATA. XT

MYSTAR - AR5ZlN(SQRT(XT/P4T));
20 a (RTSTAX - (U9CSTAM+WQmaRC3TAA-4JC5TA9t) /5QRT(SICT2*WC5I0C2);
Z1 * (RTSTAR - (.JC5TAR.Wt'(RCSTAM-OIJSTAMHI/SQRTCSI0T2.WIO'50C2);
FXOS. a AI-lPSTAR) e PROSNORN(ZO) # CPSTARt a PROBNORO(.Zi):

*COMPUTE INITIAL GUESS

KNEW a MUCSTAX # ( I-IPSTAM) *WOw ( RCSTAMR4JCSTAM)

* tPSTAX*WloiRCSTAR-aJCSTARt) *
1.6464( (I-EPSTARA*SQRT(SIOT2*wO*SIGC2)

!PSTAA*SQRT(SIOT2+WI*SZ0C2) )
IF N la 1 THENH OUTPUT TIMPPRNT-
OU7FUf ITEM:
PROC PRINT OATA*TtMPPRNT NOQUS;

TITLE 'PAMANET2RS FOR CONTAMINATED NORNAL OISTRIIUTION';
VAR fPS JC SI0G0 52001 Wo Wl:

%INCLUOE CONTAM*S:
OPTIONS NOSOURCt2;
%INCLUDE CONTAJ(S;
%INCLUOE CONTAMS:
%ZNCLIJOE CONTAMS:
OATA CRITICAL;

SET ITER:
IF(KNEW LT 0) T)4EN KNEW80;
ELSE IF(KNEW V~ P2/2) THEN KNEW aPI/2;
CXITX a SZNb(NEW)002;
CRITNMMa Cl2L(NT a CRIT1(1.
.OSL%1.0 FXOSL;
PUT 32000. 12001' tPS. NC, NT@ XCv CRITNUM@ OSLO:
KEEP 00CN0 CXITP4JM OIL;
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OATA MRl:
SET MTR;
KOLO 0 KNEW:
ZO a IKOLO (WJCSTAR.W~o(MCS1~jtujXS!AAN)f/SQNT(SIQT2.W@.StOC2):
ZI s (KOLO - ( MUCSTAA+Wl a(MCSTAaXm0jcSyAX) /SORT (StO!2+W I SZGC2):
PX m I-IPSTAA) *PftOUNRM(ZO) * IPSTAA P* OSNONNIZI) - 0S.9;
FPX I '-IPSTAX)

IXP( -Za*'2I2)/SQRT(2.Pta(SIOi3.wogO*$2fl
CPSTAX

EXP(-Z1s*2/2)/SQRT(2sPta(SIOT2.WIaSZOC3fl:
KNEW a KO01. - PX/FPX:
POIPP a 10O*(KN1W-K0L0)/KOL0; Ofa' PoP*'PP:
PUT XC'' XC 'KNEW a KNEW KL OD PIFa PIF
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DATA ITEM:
INPILE 'CRITX.OAT';
INPUT NC NT fps ESl520w SIMI1:
FILE 'SYSSOUTPUT';
PUT _ALL_*:

*COMPUTE CONSTANTS

Pt a 2AANSIN(I.O):
WUCSTAM a ARSZN(SQRT(NJC));
520C2 a .23/NC;
52012 a .21/NT:
520002 a 51000a*2:
520012 a 51001'*2:

WOa 10002 / (520002 # SIGC2);
WI a 520012 / (520012 + S20C2);

00 XC a 0 TO 24;
AC a XC/NC:
RCSTAN o ARtSIN(SQRT(RC));
it a EXP(-(RcSTARt-U.JSTARt)a82/(2U(S=2+C21=002)))

/5ORT(2*Pts(S20c2,SI0012))/
(EXP(-(RtCSTARt-MJCTARt)a82/(2*(SI0C2+SI0002)))

,'SOAT(2vPt*(SZGC2#S20002)));
EPITAR a EPSON/(I1EPS.EPSmN):

*COI4PUTE INITIAL GUJESS

KNEW a mUCSTAX * (1.EPSTAX)OWOO(RfCSTAX-MUCSTAM)
*EPSTA~AWie(ACSTAX-6iCSTAR) #

1.646*( (1-CPSTA~A*SORT(SIOT2.WO*SIOC2)
CPSTA~ASQMT(SIGT2,WlsSI0C2) )

OUTPUT;
END:

* %INCLUOE1 COWN$M;-
OPTIONS NOSOUMC92;

* ~%21CLUOE CONTAJS;
%INCLUDE CONTANS:
%INCLUDOE COWNT$.S
DATA;

SET ITEN;
* ~IP(KNEW LiT 0) THEN KNEWOO:
* ELSE IP(KNEW 01 Pt/2) THEN KNEW aP2/2;

CT a SIN(KNEV)ww2:,
CNITX a CZIL(NT a CXITX):

* PILE 'SYSSOUTPUY1';
PUT XC9 CMZTX@

PROC PRINT;
VAR NC NT MUC 0S. S1000 51001 XC CRITX:

* ~TITLE 'INPUT PAMANETCRS AND CRITICAL VALUES FOR XT';
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